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Abstract: Remote replication in storage networks is an important area of research. Systems should be 

sufficiently enabled to keep data secure. The result is efficient access and storage which prevents unpredictable 

damage and ensures data security for successful business. In this research paper we have discussed about the 

replication methods that can be implemented depending on the requirements of the business. We have recognized 

the importance of remote replication and made a comparison between synchronous and asynchronous replication 

techniques. 
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I. Introduction 
Data today, is probably the most valuable resource to almost all businesses and enterprises. Almost all the 

decisions a company takes revolves around the data the company has in its hands. For most businesses today,  

protecting valuable data proves to be a very big challenge. This data loss may be due to a number of factors 

including viruses, physical damage, formatting errors, etc. A loss of vital data can cause major inconveniences 

to a company’s day to day functioning and can sometimes be serious enough to cripple the company or even put 

it out of business. Modern businesses across the globe are expanding with every passing second and along with it 

so is the enormous amount of valuable data that needs to be protected from possible disasters. As more and 

more companies as people grow more conscious of the importance of their company's data, protecting it is 

becoming more important. It is mandatory for business organizations where high availability and business 

continuity are of prime importance, to have recovery strategies in place so that the mission critical data and 

applications are protected and restored in the event of any failure as soon as possible. 

 

II. Backup and Replication 
Most companies and businesses took to various backup strategies as a way to prevent data losses. Backup 

involves making copies of the data in case the original were to get lost. Data backup even today is very popular as 

it is relatively inexpensive. In most enterprises’ backup is used typically for everything from production servers  

to desktops. They rely on snapshot-based technologies which is why they are taken quite infrequently typically 

once every few days. This means that the potential data loss that might occur to the business could be days or even 

more which is simply unacceptable especially for the applications that matter to the business. You can say that the 

solution to this is to just take more frequent copies of the data which is definitely possible but the problem is that, 

taking frequent copies of data comes with a cost in terms of server resources and also significantly affects user 

efficiency. With less frequent backups protection is not being expanded to include additional data and applications 

that the Users are constructing. So even though backups are a low-cost approach to preserve some level of security, 

but today's digital customers want an always-on level of service that backups simply cannot give. So, in order to 

meet these expectations, businesses have moved beyond backups and have started considering data replication 

strategies. Modern replication strategies offer more than just a rapid disaster recovery. They can help with cloud 

migration, using the cloud as a Data Recovery site and even solving copy data challenges. 

The basic idea behind data replication involves creating replicas of transferring information from one storage 

place to another This can be done via cloud-based services between two on-premises sites, between sites in 

different locations, or between sites that are fully geo-physically separated. 

The following are some of the ways that data replication: 

1. Enhances performance. reducing latency, since users can access replicated data, so it avoids remote network 

access; and 

2. Since data is being processed at a faster rate, throughput must be increased and applications are accessible on a 

variety of platforms computers and can be accessed at the same time. 

In the next section we discuss about remote replication strategy. 

 

III. Remote Replication 
Remote replication is a popular data replication strategy which involves sending the business-critical 

https://searchdisasterrecovery.techtarget.com/feature/Deep-dive-into-cloud-based-DR
https://searchdisasterrecovery.techtarget.com/feature/Deep-dive-into-cloud-based-DR
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data into a remote offsite location for reliable storage and fast recovery. By providing a continuous, disruption 

less, host-independent solution Data backup or migration via a long-distance distant replication becomes a crucial 

aspect of data security in the event of a disaster any collapse at the primary site. Remote replication copies data 

across storage pools or systems on multiple sites in an IP or FC SAN by leveraging the power of storage systems. 

If at all some source site application owing to a problem with the system or accident users can resume service in 

minutes by using the disk-based remote copy. Remote replication allows customers to safeguard the remote copy 

using snapshot technology, which further ensures the integrity of the data. When it's time to restart business 

service, granular snapshot pictures can assist in restoring the faulty remote copy in seconds. Earlier, replication 

was used. Mostly for off-site copying and storage of application data. As time goes on, however, this technology 

has advanced tremendously and we can now construct synchronized databases via replication copies of virtual 

machines at a remote target location. The copy of the virtual machine is called a replica and functions just like a 

regular virtual machine which is available at the primary site. These virtual machine replicas can be transferred 

and run on any capable hardware. In a matter of seconds, they may be turned on in the original virtual machine 

encounters some failure. This technology therefore significantly decreases the downtime as well as mitigates 

business risks and losses that might occur with catastrophe. Remote duplicate allows users to choose between two 

techniques, (i) Synchronous replication and (ii) Asynchronous replication. In the next section we give a description 

of Synchronous replication. 

 
Fig 1: Remote replication between a source site and target site 

 

IV. Synchronous Replication 
In today's IT corporations, synchronous replication is profoundly wanted as any information misfortune 

may have critical financial impact on the association. Synchronous replication ensures consistent information 

uprightness during the replication cycle with no additional danger of information loss or leakage. In synchronous 

replication any update or modification in the primary database, information is replicated to the remote secondary 

location simultaneously. In essence, the host and target sources continue to be fully synchronized, that is essential 

for effective disaster recovery (DR). Before data is to be replicated every write I/O operation must be 

acknowledged. The write I/O activity confirmation must be shipped off to the application only after the write I/O 

operation is accepted by the storage subsystem at both the local and remote site. Only when data is committed on 

both the sites the write operation is said to be complete. The storage subsystem must wait for the remote site I/O 

cycle to complete prior to reacting to the application leading to higher response time to the application. This is 

one major drawback of synchronous replication as accuracy is strongly based on factors such as line bandwidth 

and latency. The key elements that affect the measure of data loss are the rate of change (ROC) of information on 

the primary site, the connection speed, and the distance between locales. Protection against corruption of data and 

loss of information due to human errors are not guaranteed. For this synchronous replication along with snapshot 

technology can be used to ensure complete protection against data loss and corrupted data. 

 

V. Asynchronous Replication 
In this mode of replication, write operation is achieved at primary site and replication isn’t performed 

simultaneously to the remote storage system. Replication of data takes place in later time-frames which could be 

daily weekly or hourly. In asynchronous replication because there is delay in transmission as data is not replicated 

in real-time with the primary site, exact copy of data is not achieved. The Disaster Recovery (DR) location may 
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not have the latest modification of data so some important data could be missing which is one down side of 

asynchronous replication. It doesn’t provide a similar degree of security as synchronous replication. Network 

efficiency can be increased without impacting bandwidth. 

This mode of replication is best suited for disk to disk backups or offline backups. Few enterprise 

hypervisors incorporate asynchronous replication mechanism to facilitate the replication of whole virtual machines 

(VMs) to a secondary location such that in case of disaster the VMs may crash over to that destination. This is 

known as recovery-in-place or instant recovery. In the next section a comparison is drawn between synchronous 

and asynchronous modes of replication. 

 

VI. Comparitive Analysis 
Few important parameters on which the comparative analysis is based on: 

i. ROC (Rate of Change) - It is the amount of information on the data volume to be replicated to the secondary 

site that is changed over a certain time period. It can be expressed as average over certain duration such as 

day or even as peak value. The average value is used for sizing links in asynchronous replication and peak 

value is to determine the sizing link in synchronous replication. For asynchronous replication the storage 

subsystem must have the capacity to support peak ROC’s in queue, else the write speed to the severe will  

slow down. 

ii. RPO (Recovery point objective) - It is the maximum time between data backup from the primary location to 

the remote location. RPO represents the point to which the data must be moved back for the purpose of 

recovery of data. By evaluating how much data can be lost if a process is interrupted, i.e. the acceptable 

volume of data loss along with ROC and replication speed, we can calculate the true RPO value. 

iii. RTO (Recovery time objective) - The time taken to retrieve the data after a possible failure. 

iv. Bandwidth- It is expressed in bits per second (bps) and is the maximum data that can be transferred over a 

network connection at a specific time. 

v. Line-Latency – It is the amount of time a data packet takes to propagate over the network from one location 

to the destination and for the acknowledgement to be received by the sender. Lower the latency higher is the 

network efficiency. 

To answer the question as to which mode of replication is preferable, it completely depends on the 

enterprise requirements which vary from business to business. In the case of synchronous replication, it is the 

preferred technique when secure data and storage for long term is required and when no organization can afford 

to lose vital information. 

Asynchronous replication is good with long-distance projects with a limited budget Next section we 

discuss briefly a technique using which we can switch between synchronous and asynchronous. 

 

TABLE 1: Comparative analysis between synchronous and asynchronous replication. 
 
Sl. No. 

 
Parameter 

 
Synchronous replication 

 
Asynchronous replication 

 

 
1 

 

 
Distance 

 

Works better when target site is close to primary 
site. Performance is inversely proportional to 

distance. 

 

Performance is not affected by 
distance as long as any network 

is available between the two 

sites. 

 
2 

 
Data loss 

No possible data loss as data is replicated at real 
time. 

Possible loss of recently updated 
data. 

 

3 

 

RPO 

 

Zero RPO 

 

Small RPO value (varies from 
minutes to hours) 

 

4 

 

RTO 

 

Minimal RTO value 

 

Minimal RTO value 

 

5 

 

Bandwidth 

 

Requires high bandwidth 

 

Requires less bandwidth 

 
6 

 
Line-Latency 

 
Requires low latency 

 
No dependence on latency 

 

7 

 

Resilience 

Single failure can cause the entire service to stop 

as data is application replicated at real time. 

Minimum of two failures can 

cause disruption of service. 

 
8 

 
Cost 

 
More expensive 

Cost effective 
as requirements are less 

 
9 

 
Performance 

 
Since acknowledgement is required it has low 

performance. 

Since acknowledgement is not 
required it has high 

performance. 

 
 

 
 

 
Good solution for projects which require 

 
It is useful for storing data that 
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10 Use cases immediate recovery of sensitive data. is less sensitive and for 

enterprises that can tolerate 
partial loss of data. 

 

VII.Conclusion and Future Scope 
Current disaster recovery techniques compel users to make a hard decision between choosing 

synchronous or asynchronous replication. So, consumers are required to compromise either rational system 

performance or possibility of significant data loss. Assaf Natanzon and Eitan Bachmat have proposed a replication 

system which is capable of switching dynamically between synchronous and asynchronous modes of replication 

thereby allowing consumers to relish good performance and also reduce the possibility of data loss. Users may 

favor synchronous replication but might prioritize not delaying IO operation for more than a certain time limit. 

The use of synchronous replication may decrease the user's maximum throughput and IOPS and may make 

batch processing and data warehousing operations much more time consuming. Dynamic replication allows the 

system for the time being to move out of synchronous replication so that the performance of batch processing 

improves significantly. 

Future implementations to this technique can be including a scheduler which will prevent the system 

from leaving synchronous mode at working hours when mission critical data is being handled. As a result of this 

feature, the system can run in asynchronous replication only during non-working hours when data entering is less 

significant. More research can be done to make sure there is minimal lag when switching from asynchronous to 

synchronous replication mode. 
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